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Shock-Train Structure Resolved with Absorption Spectroscopy

Part 1: System Design and Validation

Chadwick D. Lindstrom,* Kevin R. Jackson,! and Skip Williams#
U.S. Air Force Research Laboratory, Wright-Patterson Air Force Base, Ohio 45433
Ryan Givenst and William F. Bailey!
Air Force Institute of Technology, Wright-Patterson Air Force Base, Ohio 45433
Chung-Jen Tam*=
Taitech, Inc., Beavercreek, Ohio 45430
and
William F. TerryZ
Innovative Scientific Solutions, Inc., Beavercreek, Ohio 45430

DOI: 10.2514/1.41074

A multiple-line-of-sight tunable diode laser absorption system for measuring shock-train structure inside a model
scramjet isolator at the Wright-Patterson Air Force Base Propulsion Directorate’s research cell 18 supersonic
combustion facility is described. Multiple rovibrational lines of water are probed using time-multiplexing of multiple
diode lasers projected across a rectangular isolator duct along 16 lines of sight. Static temperatures and water
concentration (path-averaged) are computed from a Boltzmann plot for the multiple lines that are measured, and
static pressures are determined from the absorption line width. The experimental setup and measurement technique
are presented here along with the Mach 2 flow (no shock train) results. The absorption measurements agree to within
2% of sidewall pressure transducer measurements and calculated (path-averaged) static temperatures at 5 Hz. The
motivation for the development of this sensor was to demonstrate that it is possible to obtain accurate tunable diode
laser absorption spectroscopy measurements over multiple lines of sight in a supersonic flow in real-time, allowing
useful data about the spatial and temporal changes of the static pressure and temperature within a supersonic shock
train. The present measurements demonstrate that multiple-line-of-sight measurements can obtain temperature,
pressure, and water density information with an overall accuracy better than 5% at 1000 Hz and show that sensing

based on real-time tunable diode laser absorption spectroscopy of supersonic flows is possible.

Nomenclature

A = frequency-integrated absorbance

A, = absorbance at frequency v

E” = lower-state energy

g = line-shape function

1 = transmitted laser intensity

I, = initial laser intensity

J = total angular momentum

J',K,, K, = upper-state rotational labels

J', K, K! = lower-state rotational labels

Ka, Kc = asymmetric tops

L = path length

Ny, Ny,o = total density of the absorbing species
(H,O specifically)

n = temperature coefficient for collisional broadening
coefficients

S = line intensity (reference is at 296 K)
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a = frequency-integrated absorption coefficient

o, = absorption coefficient at frequency v

VD = Doppler broadening coefficient

Vi = collisional broadening coefficient

AN = difference in quantum-state density, taking into
account degeneracy factors

v = frequency

Vio = peak transition frequency for an absorption line

Vi, V5, V3 = upper-state vibrational quantum numbers for
symmetric stretch, bend, and asymmetric stretch

o, = absorption cross section at frequency v

X = mole fraction

I. Introduction

UNABLE diode laser absorption spectroscopy (TDLAS) is a

relatively mature technique for making in-laboratory measure-
ments of gas species concentrations such as water (H,O) (the focus
of the current study) and static temperature in homogenous environ-
ments [1-3]. However, application of this technique for monitoring
high-speed flows such as afterburner exhaust plumes of jet engines,
supersonic combustors, and gas turbines is under development. Here,
the dynamic and spatially inhomogeneous nature of the flows makes
application of this line-of-sight (LOS) technique difficult. For
example, the supersonic flow introduces scintillation effects due to
high-speed turbulence, as discussed in one of our previous works [4].
Spatial inhomogeneities must be addressed as well. Ideally, it is
necessary to probe multiple spatial locations simultaneously at a
rapid measurement rate to develop an understanding of the flowfield.
Most previous attempts to make measurements in supersonic flows
have focused to a large extent either on one or two path-averaged
measurements or the use of a single line of sight scanned across the
flow [4—6]. Although these approaches yield valuable information
about uniform flows, they will fail when confronted with dynamic
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flows that change both in time and space. This current effort shows
that it is possible to obtain significant information about dynamic
spatially and temporally changing flows using TDLAS with multiple
LOS. In addition, itis found that the use of multiple LOS can improve
the overall data quality for supersonic flows with no-shock struc-
tures. Ultimately, it is hoped that this effort will help pave the way
for more sophisticated tomographic techniques to be applied to
supersonic flows.

In this two-part series, the observation of the static pressure,
temperature, and density fluctuations in a supersonic shock train of a
model scramjet isolator is explored using a TDLAS sensor based on
16 LOS. This particular problem has been chosen for several reasons.
Significant interest exists in the development of air mass-flux or
mass-flow sensors for in-flight measurements based on TDLAS
technology for aerospace applications [4,7-9]. Although excellent
measurement accuracy to the level of 1% has been previously
reported for low-speed flows [8], the conditions found in scramjet
isolators pose significant new challenges. Based on the engine
operating conditions in addition to the problems of boundary-layer
effects, the flow is typically turbulent because of high Reynolds
numbers and shock structures that can be present. By combining 14
LOS with 2 diagonal LOS for velocity measurements, it is possible to
begin to develop an understanding of the influence that shock trains
have on mass-flux measurements, although this will not be the
current focus of the two-part series. Instead, the interest of this
research is on the structure of the shock train itself. Much is known
about supersonic shock trains in ducts that result from the interaction
of shocks with the boundary layer [10]. In a supersonic shock train, a
sequence of shocks forms in the streamwise direction that depends to
a large extent on the Mach number and boundary-layer thickness.
Although the flow is truly three-dimensional in nature, the dominant
variations occur in the streamwise direction, and so significant
information about the shock-train structure can be obtained by
probing that direction of the flow. This symmetry simplified the
experimental setup considerably and allowed tests to be conducted
with existing optical access hardware probing only in the streamwise
direction. In the future, it should be possible to extend these
measurements by probing the transverse direction as well, at the
cost of a more complex setup. Much information has been obtained
using wall measurements of this phenomena, but it is limited to
determining the shock-front location, and much less information
exists about shock-train inflow properties as well as dynamics [10].
Here, the goal is to obtain time-dependent inflow data (1 kHz) at
several spatial locations along the flow direction that can be
compared with theory as well as computational fluid dynamics
(CFD) simulations. Traditionally, these flow properties have been
explored using particle velocimetry techniques, high-speed
schlieren, and in-stream pressure probes [11-13]. Studies using
these techniques focused on slower flows (M = 1.6) than those
studied here (M = 2.2), for which the shock-train unsteadiness was
less and the shock train was known to be a normal shock train. The
use of TDLAS can complement these measurements while offering
the significant advantage of miniaturization, thus allowing the
possibility of in-flight measurements in addition to ground testing.

In the current paper, the system design, measurement technique,
and Mach 2 flow results will be presented. This allows comparison of
system performance with previous measurements [5,6,14,15] that
have been made in the literature as well as with conventional pressure
transducer and thermocouple measurements. Also introduced here is
the use of collisional broadening to measure the static pressure in a
supersonic flow. Although collisional broadening has been well
known since the beginning of spectroscopic techniques [16], to our
knowledge it has not been exploited in the measurement of super-
sonic flows. Probably the most significant reason for this is that
previous campaigns have not been interested in flows with sub-
stantial pressure variations. However, there is also the issue of
accurately knowing the line-broadening parameters, which are
continually improving with the increased accuracy of both
measurements and calculations [17-20]. Here, it will be shown
that accurate measurements of pressure can be made if the line
parameters are well known.

II. Measurement Technique

This section starts with an overview of the notation used in this
paper and the next. Because of the ubiquity of the use of absorption
spectroscopy in multiple fields, many different notations are used
to describe the same phenomenon [21-23]. For clarification, the
particular formulation used here is subsequently described briefly
and follows that defined in the HITRAN database [20,24]. Next, the
particular absorption lines for H,O used in this study are described as
well as their spectroscopic line parameters. This is followed by a brief
discussion of how the static temperature is determined from the
multiple absorption features. Finally, a description of how the static
pressure is determined from line width is given. As mentioned in the
Introduction, this represents one of the first attempts to make this type
of measurement in supersonic flow and so a simulation that assesses
the impact of the boundary layer on the accuracy of the measurement
is presented. This section also addresses the accuracy of available
pressure-broadening coefficients that are available from literature
and the impact on the static pressure measurement.

Beer’s law describes the attenuation of light as it passes through an
absorbing medium [21]:

1
[ =lye "N = et — &(70) =A,=aL (1)

where [ is the transmitted laser intensity through the medium; /) is the
initial intensity; o, is the absorption cross section at the frequency v;
AN is the difference between upper- and lower-state quantum-state
densities, taking into account degeneracy factors (total quantum-
state fractional population times the total species density); L is the
path length through the absorbing medium; and «,, is the absorption
coefficient at the frequency v. The absorbance A, shown in Eq. (1) is
plotted in this paper rather than the actual intensity. This is done by
dividing through with areference signal that is recorded in addition to
the measurement paths. However, Eq. (1) is not in a convenient form
for comparison with what is typically tabulated in spectroscopy
databases such as HITRAN [20]. These databases replace the
absorption cross section with the line intensity S(7°) and a line-shape
function g(v — vy,) that describes the spectral line shape, where v,
is the peak center. In addition, the line intensity also incorporates a
Boltzmann factor that accounts for the thermal populations of the
rovibrational states involved in the transition, which is the reason for
the line shape’s dependence on temperature. With these changes,
Beer’s law becomes

I =Iye SMst—vNrL 5 A = S(T)g(v — v,9)NrL )

where Ny is the total density of the absorbing species. The line-shape
function is normalized such that integration over frequency or wave
number yields a value of unity. The data here can be described by a
Voigt line-shape function, computed using the Humlicek algorithm
[25], which takes into account the collisional broadening and the
Doppler broadening through the convolution of a Gaussian with a
Lorentzian [21]. This means that if Eq. (2) is integrated over
frequency, then the frequency-integrated absorption is related to the
line intensity and the column density N;L through the following
relation:

/m A, dv=A=S(T)N;L = GL 3)

—00

where the frequency-integrated absorbance A and the frequency-
integrated absorption coefficient & have been introduced. The
frequency-integrated absorption coefficient has been introduced
because it makes description of inhomogeneous flowfields
particularly simple. In that case, the frequency-integrated absorbance
is given by

A= / () dl @)
path

This is an innocuous-looking formula that can actually be very
difficult to compute, because with the adoption of the HITRAN line
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strength in Eq. (3), a is a complicated function of temperature and
pressure. For example, if significant variations in the line shape occur
because of variations in absorbing species temperature, density, and
total density, then computation of A will require more than a single
Voigt line shape to fit the absorption peak [14,26]. Fit residuals
showed that a single Voigt line shape is sufficient to examine the
isolator data. Another obvious aspect is that if local flow informa
tion is desired, then it becomes necessary to use some form of
tomographic inversion or flowfield model to help determine &
[14,15,27-30]. For the isolator experiments, CFD simulations are
used to compute the frequency-integrated absorption that can then be
used to compare the simulations with the measurements. This is done
in two steps:

1) An image or map of the frequency-integrated absorption
coefficientis generated from the temperature and densities computed
by CED.

2) The path integration is done numerically using a trapezoidal
integration routine.

The frequency-integrated absorption for each absorption feature
can then be input into the routine to compute the temperature and
species concentration from a Boltzmann plot. This allows direct
comparisons between the CFD and path-integrated measurements to
be made.

A. Spectral Line Parameters and Sample Spectra

Water vapor has several strong rovibrational spectroscopic tran-
sitions from the visible to the midinfrared. The availability of
compact spectroscopic quality lasers at telecom wavelengths (1250—
1650 nm) have made the 2v;, 2v;, and v, vy vibrational bands
particularly attractive for diagnostic applications. The abundance of
water vapor as a primary combustion product and the relatively large
line strengths for these transitions enable these transitions to be used
with good sensitivity for many applications.

Single-mode fiber-coupled distributed feedback lasers are used to
generate near-infrared radiation to measure H,O line intensities in
the spectral regions 7184.2-7186.4 cm™', 7159.5-7161.5 cm™!,
and 7179.5-7181.8 cm™". Principally, P and Q branch transitions of
the v; + v; band have been used in this study, as identified by the
lowercase letters in Fig. 1. The isolator was not backpressured during
the time when the data were taken. As can be seen in the figure,
peaks a—d are quite strong, thus they are used to determine the
temperature and water concentration in the isolator. Peak a is also
used to determine the static pressure in the isolator. A small side
peak ¢’ (shown in Table 1) is close to feature c, but feature c is a much
stronger transition. In addition, peak ¢’ shares the same initial state
with peak d, and so its area can easily be subtracted from the peak
integration. Finally, e—f have much higher initial state energies and
so are only used for much higher temperatures. The data quality of
the time-averaged data is excellent as shown in Fig. 1, with the
residuals being less than 1% of the maximum peak amplitude when
using a multipeak Voigt algorithm. Here, the reference beam
measurement is initially divided by the raw data after both have been
appropriately scaled to match in the regions outside of the absorption
peaks. Then a cubic polynomial and Voigt peaks are fitted to the
natural logarithm of the resulting spectrum. The cubic polynomial
corrects for any nonlinearity that is present as the laser rapidly scans
across the spectral region.
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Fig. 1 Time-averaged (200 averages) spectra, fit, and residuals for the

three spectral regions during run AC (see Table 3).

———
7185.0 7185.5

The line parameters listed in Table ] are taken from the HITRAN
2004 database. The line intensities at different temperatures are
derived using the same procedures and partition function expressions
as defined in HITRAN [20]. Here, the line parameters have been
taken from the HITRAN 2004 database because it is the most
complete source and it compares well with recent studies [18,19].
Some of these transitions have been studied by several authors, and
the variation among them is between 2-5%, depending on the
parameter [18-20,31,32]. In this study, the HITRAN parameters are
used which means systematic errors less than 5% [19] may be present
in the following analysis based on these line parameters. It is possible
to reduce the systematic error through careful self-calibration of the
system over the temperature and pressure range of interest, however,
this was not done here because it requires a special setup.

B. Determination of Temperature from a Boltzmann Plot

The determination of path-averaged static temperature is accom-
plished by measuring multiple absorption features of the same
molecule. The frequency-integrated absorption is normalized by the
cross section and degeneracy factor for each transition and then
plotted versus the initial state energy divided by kg. In terms of the
preceding line intensity, this results in the following relationship:

E,L,( A e kT (1 — e—hv“)/kRTm())
Sref
_ E” Q(Tref)

— _ p—vio/ksT

where Q(T) is the partition function for the absorbing species and
E” is the initial state energy. At the temperatures and transition
frequencies studied here, the stimulated emission terms can be
ignored (i.e., e "10/KT x (). Figure 2 shows a typical Boltzmann plot
for the Mach 2 flow (no shock) taken during run condition AC. Here,
four water transitions are used to compute the path-integrated
temperature. The curve shows excellent linearity which is indicative
of anearly uniform temperature distribution. The slope of the curve is
inversely proportional to temperature and can be directly determined
from the linear fit. In contrast, the partition function [20] must be used
to determine the species concentration either from the slope of the
curve or through using the measured temperature and the frequency-
integrated absorption of one of the transitions.

Table 1 Spectroscopic line parameters

A, nm Vg, cm™! S at 296 K, E’, cm™! Vi, Vb, V) J, K, K. J', K!, K! Label
cm™! /molecule-cm ™2
1391.67 7185.60 7.947e — 22 1045.06 1,0, 1 6,6,0 6,6, 1 a
1396.37 7161.41 1.174e — 20 224.84 1,0,1 3,1,3 4, 1,4 b
1392.53 7181.16 1.505e¢ — 20 136.76 1,0, 1 2,0,2 3,0,3 ¢
1392.81 7179.75 2.299¢ — 22 1216.19 1,0,1 7,6,2 7,6, 1 d
1396.49 7160.81 5.406e — 24 1874.97 1,0, 1 10,6, 4 10,6, 5 e
1392.64 7180.61 3.038¢ — 23 1477.30 1,0,1 9,5,5 9,5,4 f
1392.55 7181.10 6.858¢ — 23 1216.19 1,2,0 7,7,0 7,6, 1 ¢
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Fig. 2 Boltzmann plot for run AC using the LOS average data from a
single beam path. The error bars are standard errors derived from the
curve-fitting procedure and do not include errors associated with spatial
variations in the flow as well as the effect of systematic errors in the line-
shape parameters.

C. Determination of Static Pressure from Line Width

Static pressure can be determined from the collisional broadening
of the absorption line. The width of the peak is proportional to two
factors. The first factor is Doppler broadening, which is due to the
thermal distribution of the velocity of the molecules in the gas. This is
independent of the states involved in the transition and takes the form
of a Gaussian line shape with a half-width at half-maximum of

IT
=3.5812 x 1077 — 6
VYD X Vo M (6)

where the transition frequency v, is given in wave numbers, 7" is the
gas temperature in K, and M is the molecular mass in grams/mole. At
the temperatures in the isolator (400-650 K), y, ranges from
0.012-0.015 cm™" for lines such as the 7185.6 cm™! feature,
and thus the Doppler broadening is of the same magnitude as the
collisional broadening. It is therefore desirable to first estimate
the temperature using the Boltzmann plot to fix y,. This allows
the determination of the collisional broadening from the Voigt fit
using the Lorentzian width.

An important consideration when determining pressure in the
manner described earlier is the approximation of the absorption line
by a single Voigt peak. In reality, in the case of Mach 2 duct flow (no
shock), the temperature and density change near the sidewall due to
the boundary layer, with only slight pressure variations (on the order
of 1%). In the presence of a shock structure such as that described in
the companion paper, it is necessary to validate the appropriateness
of using a single Voigt profile with significant pressure, temperature,
and density inhomogeneities along the LOS. In severe cases, the
line shape should be represented as a superposition of Voigt profiles.
To assess the effect of the approximation, simulations have been
conducted using the results of CFD, both here for the no-shock case
and in part 2 of this paper for the case of a shock (part 2 addresses how
the CFD flow simulations were calculated). In Fig. 3, the upper plot
shows a pseudo color plot of the temperature for a vertical cross
section of the isolator duct. As can be seen, there is a temperature
gradient of approximately 200 K through the boundary layer.
Because of this temperature gradient, the path-integrated temper-
ature is higher (630 K) than the temperature at the centerline of the
duct, which is 613 K. Despite the temperature gradient and the
subsequent density gradient (pressure gradients are small here:
~1%), the single line Voigt does an excellent job fitting the
composite line shape, as indicated by the residuals in this figure.
The oscillation in the residuals plot is the result of trying to fit a
composite line shape with a single Voigt, as described elsewhere
[14,26]. Perhaps the most significant aspect of the plot is the excellent
agreement between the static pressure determined from the fit and the
static pressure at the duct centerline. This shows that the boundary-
layer effects on the current static pressure measurements should be
minimal for the Mach 2 flow analyzed in this paper.

Collisional broadening is dependent on the gas molecules
involved in the collisions as well as their quantum states. This

Temperature (K)

E 31 900
c 24 800
3 14 700
T
0
Transverse Width (cm)
a)
0.001
o.ooo} % }
-0.001
0.20 )
g 015 Peenter = 7-41 psia
g Tcenter =613K
5 0.10 PLog = 7.43 psia
2 005 Tios = 630K
0.00 — : - : - 7 : T
7185.2 7185.6 7186.0 7186.4
Wavenumber (cm-1)
b)

Fig. 3 Plots of a) 2-D CFD temperature profile in the isolator (flow
direction is out of the page) for run condition AC as the LOS that is being
used to calculate the path-averaged measurement and b) CFD simulated
line shape, curve-fitted to a single Voigt profile and residuals, and the
LOS pressure and temperature from the fit compared with the pressure
and temperature at the centerline of the isolator.

dependence necessitates the use of different Lorentzian broadening
parameters for each transition, and these parameters must be
determined for each type of collision partner over the relevant range
of conditions for the gas mixture being probed. A molar-based
addition of the broadening coefficients for a given temperature yields
the total collisional broadening coefficient y; . For the vitiated gas
mixture present in the isolator, the collisional broadening coefficient
vy, is defined in Eq. (7) as

Tref "H,0 Tref Ny
YL = XH,0VH,0-H,0| - + XN, VNo-H0|

T T
T 0, T 7ico,
+ X0, Y0,-H,0 (%) + Xco, Yco,-H,0 (%) @)

where y is the mole fraction of the particular species and the species-
specific broadening coefficients for the major flow constituents are
used, T, is the reference temperature (296 K here), T is the gas
temperature, and 7 is the temperature coefficient. The particular mole
fraction of the major flow constituents is determined from calibrated
mass flow and measured greater than 99.9% combustion efficiency of
the vitiator. Because four broadening coefficients and temperature
coefficients are required, it is difficult to find a single literature source
that has a complete set. The computational work of Delaye et al. [17]
lists the required quantities. However, as pointed out by Nagali et al.
[33], the temperature coefficients can have significant error for the
7185.6 cm™! line. The self-broadening coefficient of H,O in the
work of Nagali et al., however, disagrees with a more recent mea-
surement of Lepere et al. [31]. In addition, neither experimental
author reports a temperature coefficient for the oxygen line-
broadening parameter. These disagreements are not uncommon and a
critical, although somewhat dated, review of problems associated
with collisional broadening parameters for water-vapor lines is given
in the work of Gamache et al. [34]. As stated there, disagreements
within line parameters can lead to variations in estimated pressure on
the order of 10%. Here, the most current line-broadening parameters
from the literature sources cited earlier and a recent study by
Durry et al. [18] of N, and O, broadening are combined. The line
parameters for the 7185.6 cm™! line used in this study are listed in
Table 2.
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Table 2 Broadening parameters and temperature coefficients
for line a (7185.6 cm™)

Perturbing species  y at 296 K, cm™' - atm™'  Temperature coefficient n
H,0 0.23% 0.56%
N, 0.0456'% 0.64%
0, 0.0271'8 0.49"7
CO, 0.086% 0.74%

III. Experimental Setup and Design

This section first describes the multiple-line-of-sight (MLOS)
tunable diode laser absorption system that has been assembled from
commercial components as well as in-house-designed electronics
and hardware. Next, the test setup is described as well as the run
conditions that are analyzed in Sec. IV.

A. MLOS Tunable Diode Laser Absorption System

The system that has been constructed for MLOS-TDLAS consists
of two primary components. The first is the optical components that
combine the time-multiplexed outputs of the diode lasers and then
split the combined beam into 16 separate beams for projection across
the flow. The second is the electronics that drive the lasers as well as
the data acquisition system and photodiode arrays that collect and
digitize the transmitted light. Here, the key components of each are
described.

Figure 4 shows a schematic of the common optical components
used in each experimental setup. Three distributed feedback diode
lasers (NEL NLK1E5GAAA), all operating in different spectral
regions, are time-multiplexed in a single period lasting 1 ps and
combined using a 1 x 4 combiner (Newport F-CPL-B14350). The
combined beam is then split using a 10/90 splitter (Newport F-CPL-
B12351), with the 10% beam going to a 50/50 splitter (Newport
F-CPL-B12355) for which the output is routed to either a SiO, (Los
Gatos Research) etalon with a 2.000 4+ 0.002 GHz at 1550 nm free
spectral range that monitors the frequency spectrum of the lasers or
to a photodetector (Thorlabs PDA 400) that is used as a reference.
The remaining 90% of the beam enters another 50/50 splitter that
then connects to two 1 x 8 fiber optic splitters (Newport F-CPL-
1 x 8-OPT) that are then collimated (Thorlabs F240APC-C, 8 mm
focal length). The signal is attenuated by a factor of —18.5 dB as it
passes through the splitters, and each LOS will observe an average
power of 280 uW if the average input power of the lasers is 20 mW.
This power level allows an excellent signal-to-noise ratio with the
detector arrays, as can be seen in Fig. 1. The collimators are mounted
on a precision-drilled base plate to enable tight beam placement.

2.5 -
2.0
1.5
104 /@

Voltage (V)
Q.

b c

0.5

00 02 04 06 08 1.0/ 50/50splitter

Time (milliseconds)

1391nm 4

1391nm+ 4x1

1397nm+ 10/90
Combiner Splitter

50/50 splitter

Because of the physical limitations of the optical mounts, the spacing
of the collimator arrays is slightly larger than the 3 in. photodiode
array used for detection.

The raw transmitted laser power is measured simultaneously on
all 16 paths through the use of in-house custom-designed InGaAs
photodiode arrays. These custom-designed arrays amplify the signal
from 2-mm-diam FGA21 photodiodes (FGA 21 from ThorLabs)
using a Texas Instruments OPA380 transimpedance amplifier for
each photodiode. This amplifier with 90 MHz of gain bandwidth is a
single supply (+5 V) and therefore requires a bias be applied to the
photodiode so that input voltages are not driving to O V. The
simplified schematic of the optical amplifier circuit is shown in
Fig. 5. Several design tradeoffs were made in the circuit design to
allow for an easily scalable system as well as ease of use. A 256-tap,
200 k€2 digital potentiometer (AD5262) allows for the gain to be
controlled digitally. The leads to an additional 25 pF of parasitic
capacitance that decreases the bandwidth and, combined with the
photodiode junction capacitance of 500 pF at 0 bias voltage (at 0.5 V
bias it is less), yields a total input capacitance of 525 pF. This
capacitance with gain setting of 30 k2 results in an overall
bandwidth of approximately 950 kHz, as determined from the
manufacturer’s data sheet. At 200 k2 the bandwidth of the circuit
will decrease to 370 kHz. Although this seems considerably faster
than the 1 kHz scan rate, the primary issue is the scan time across the
peak, which is approximately 5.6 s here. The frequency response
must be faster to get a correct peak shape and area, which is the case
for the nominal 30 k€2 feedback resistor used here; however, at high
gains this can become a problem. This can be improved by moving to
faster amplifiers with a larger gain-bandwidth product. The use of
smaller photodiodes are possible as well; however, noise due to
optical turbulence increases as the photodiode area decreases if the
beam overfills the detector [4]. Clearly, improvements can be made to
these photodiode arrays; however, the signal is still excellent for the
size of the measured absorption peaks in Fig. 1.

After amplification by the photodiode array, the signal is digitized
into 14 bits using a National Instruments (NI) PXI-6133 (32 million
samples of onboard memory) S-series multifunction digital
acquisition (DAQ) device sampling at a rate of 2.5 million
samples/second. The amplifier output as well as all control signals
and power are provided through a 68-wire cable that connects
directly to the photodiode array using a SCSI-3-type connector. This,
along with adaptable software written in-house, allows for easy
scalability of the system, because each digitizer card and photodiode
array provide an additional eight channels. A PXI chassis is used to
hold all of the data acquisition equipment (i.e., computer/controller,
DAQ cards, and the function generators used to drive the lasers).
Because of the unsteady nature of the shock, a NI Intel Core Duo

1x8 _—»ToArray 1
splitter

1x8 | — » ToArray 2
splitter

LI

-InGaAs

Reference

-InGaAs

Etalon
Fig. 4 Optical layout of multiplexed diode laser system and time-multiplexed signal (inset) with peaks labeled as indicated in Fig. 1 and Table 1.
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Fig. 5 Simplified schematic of the optical amplifier circuit.

2.0 GHz processor with 2 GB of DDR2 host RAM is used to average
200 spectra, determine peak areas through trapezoidal integration,
and then create a real-time (1-5 Hz) LOS image along the flow
direction. This provides feedback as to the success of the data runs. It
also provides control of the current ramp of laser diodes through a NI
PXI-5402 function generator. The digitizers and function generators
are synchronized to approximately 5 ns using a 10 MHz backplane
clock signal. Because all the channels are sampled simultaneously
(18 x 2.5 x 2 =90 MB/s), the bus in the PXT chassis cannot sustain
continuous data transfer to the hard drive in the current configuration.
Instead, a short segment of data (0.2 s) is captured, processed, and
saved to the hard drive. This process takes approximately 5 s and then
another 0.2 s of data are captured, processed, and saved. The data
during the 0.2 s interval are taken continuously with 1 s resolution
and are only averaged later to improve the signal-to-noise ratio. This
measurement process means that the frequency response of the
instrument lies within two ranges: 1) less than 0.1 Hz (changes that
occur between 5 s data segments and 2) 5 Hz (one 0.2 s period) to
500 Hz (Nyquist frequency). Although the shock is unsteady,
pushing the shock slowly from the rear of the isolator to the front
enables the key shock features to be measured. This enables shock-
front oscillations up to several 100 Hz to be observed. The data
acquisition/processing software was developed in LabWindows to
allow a scalable architecture for developing TDLAS-based
tomography.

B. Isolator Test Setup

This section first describes the direct connect supersonic com-
bustion facility in which the experiment was performed and then
describes the run conditions as well as the layout used for the actual
test campaign. Figure 6 shows a schematic of the research cell 18, in
which the experiments were performed. This facility was designed to
allow basic studies of supersonic reacting flows using conventional
and nonintrusive diagnostic techniques. It consists of a natural-gas-
fueled vitiator, transition flange, interchangeable facility nozzle
(Mach 1.8 and 2.2 are currently available), modular isolator, modular
combustor, instrument section, and calorimeter. The test rig is
provided with continuous flow of up to 30 Ibm/s at 750 psia at a
temperature of up to 922 K and exhausts into a 3.5 psia continuous-
flow exhauster system. The facility can simulate flight conditions
from Mach 3.5 to 5 at flight dynamic pressures of up to 2000 psf. For
the current study, the combustor was removed and replaced with a
large valve allowing simulation of the pressure rise associated with
combustion. The isolator is fitted with 1-in.-high by 3.4-in.-wide
optical access ports designed to hold 1.7-cm-thick (0.68-in.-thick)
quartz windows or steel inserts. The quartz windows are wedged at
5 deg on the outer surface to prevent etaloning. The nozzle and
isolator are instrumented with static pressure taps and thermocouple,
with a frequency response of approximately 10 Hz. No difference
in isolator performance has been noted between using the quartz
windows or the thermal-barrier-coated (TBC) steel inserts, despite
the differences in surface roughness between the quartz and the TBC.
A key enabling aspect provided by this facility is that the vitiation that
is used to increase the flow enthalpy to the correct level provides the
water vapor being probed in this experiment. Although it is possible
to measure oxygen, it is difficult to achieve the excellent signal-to-
noise ratio that can be obtained with water-absorption features. More
details can be found elsewhere [4,35,36].

Fig. 6 Supersonic combustion test facility: a) schematic and
b) photograph indicating 1: vitiator, 2: facility nozzle, 3: TDLAS
hardware, 4: isolator, 5: extension, 6: backpressure valve, and 7: exhaust
line.

In the current paper, the analysis will focus on four sets of data
labeled runs AB, AC, AF, and AG. These runs were chosen because
of the different levels of water concentration and because the total
temperature and pressure could be divided into two sets: (AB,AF)
and (AC,AG). The vitiator settings as well as the nozzle Mach
number, water molar percent, and Reynolds number for each case are
shown in Table 3. The Reynolds number has been computed using
the equivalent duct diameter (5.75 cm) for a rectangular duct with a
cross section of 3.81 x 10.16 cm. The amount of vitiation used for
each run depended on the desired total temperature and whether the
air was preheated using electric heaters. The temperature and total
pressure showed only a few degrees and about a 0.5 psia variation
over the course of a data-collection cycle, meaning that they are
accurate to 1% over the course of a test run. The water molar
concentration, though, has to be computed from the mass flows of the
compressed natural gas (CNG) and oxygen. In this case, several
issues exist. First, CNG is not pure methane but includes CO, and
larger alkanes such as ethane and propane. The presence of CO, will
lower the amount of water in the vitiated flow, but the combustion of
larger alkanes will increase it. The CNG used in these experiments is
composed of 95.19% methane, 2.30% ethane, 1.28% CO,, 0.65%
nitrogen, and 0.58% higher alkanes (propane, butane, pentane, etc.)
based on an average of the gas composition reported by the CNG
provider. In the time-averaged case shown here, a low-frequency
(~0.05 Hz) 1% oscillation was observed in both mass-flow rates
of the oxygen and CNG controllers, which was averaged-out because
the data run usually lasted on the order of 1.5-2.5 min. However, for
the comparisons made later, a 0.2 s data segment was used and the
average water mole percent was computed for that particular time
from the mass-flow controller data.

Figure 7a shows the experimental layout as implemented during
the test campaign. Figure 7b shows a top view of the experimental
setup as well as an absorption map for line a (7185.6 cm™"') that has
been overlaid on the experimental setup. Here, this corresponds to a
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Table 3 Average run conditions: facility nozzle at M = 2.2

Run  Start time Incoming-air temperature, K

Total temperature, K

Total pressure, psia Water mole percent,? % Reynolds number

AB  19:23:07 300 667
AC  19:36:21 300 1016
AF  21:26:20 589 667
AG  21:34:58 589 1016

50 3.03 9.1 x 10°
50 6.93 4.6 x 10°
50 1.11 9.1 x 10°
50 4.94 4.6 x 10°

“Assumes dry facility air.

horizontal cross section taken at midheight in the isolator. The first
aspect that can be observed is that the most significant changes in the
flow structure occur in the streamwise direction and consist of high
and low regions of density, pressure, and temperature in the shock
train. It is the goal here to detect these variations in good detail in
the streamwise direction with an approximate spacing of the 14 LOS
of 5 mm. Obviously, this is the reason for the indicated probing
geometry of 14 beams being aligned nearly perpendicularly to the
flow direction. Higher resolution will improve the quality of the data;
however, as will be shown in part 2 of this paper, significant aspects
of the shock structure can be measured even with the sparse sampling
used in this experiment. The photodiode arrays as well as collimator
arrays are mounted on standard 12 by 18 in. optical breadboards that
are inserted into aluminum purge boxes. These purge boxes were
sealed except for inlets and exit ports for N, purge gas and a face plate
that had a rectangular hole slightly larger than the isolator windows.
The isolator wall has the potential to reach 700-800 K during high-
enthalpy runs; therefore, the front of each box was press-fitted
against a ceramic firebrick cutout that insulated the purge box from
the isolator wall. Finally, a mask insert restricting the photodiode
field of view was found necessary for runs AC and AG, due to
blackbody radiation associated with the interior walls of the isolator.
The boxes were mounted on a much larger breadboard attached to the
thrust stand rails, allowing the whole setup to move with the testrig as
it thermally expanded. Compressed nitrogen was used to pressurize a
LN, dewar for which the blowoff was used to cool and purge the
boxes of ambient air. Excellent purge was achieved and no evidence
of water vapor due to the regions outside the flow was observed
during the experiments.

a)

IV. Isolator Results and Discussion

This section details the accuracy and precision of the TDLAS
measurements for the case of Mach 2 (no shock) isolator flow. The
reason for focusing on the no-shock isolator flow is that it provides a
baseline reference for the quality of data obtained in the subsequent
experiments involving the shock train. These results can also be
compared with similar experiments that have been performed in the
past with single-line-of-sight measurements to illustrate improve-
ments possible with the multiple lines of sight. This section starts this
analysis by considering the temporal variations along one line-of-
sight to assess the precision of a single measurement versus time.
Next, it examines the spatial uniformity of the time-averaged
measurements. Finally, the time- and space-averaged static pressure,
temperature, and water molar fraction are compared with either
pressure-tap data, CFD computations (static temperature), or the
complete combustion model (water molar fraction). In all three cases,
the comparisons are excellent, with the water molar fraction being
the hardest to compare because of the uncertainty in the CNG
composition. These results are then compared and contrasted to
previous single-line-of-sight measurements.

The assessment of the measurement accuracy and precision are
necessarily more difficult for the case of the Mach 2 (no-shock)
isolator flow than for steady flow problems such as laminar flames,
which have been studied extensively. Here, issues such as lacking
high-quality data that can be used to compare the measurements with,
flow unsteadiness, and small spatial variations in the flowfield will
all impact the accuracy as well as precision of the measurements.
In addition, systematic errors due to errors in the spectroscopic

b)

Fig. 7 Experimental setup: a) schematic with labels for key components 1: photodiode arrays, 2: collimator arrays, 3: purge boxes, 4: isolator, and 5:
extension piece (the arrow indicates the direction of the flow, and only eight beams going from the bottom purge box to the top one are shown, for clarity;
another eight beams interlaced between those shown are also used) and b) photograph with an overlay depicting the shock-train structure in the isolator

(the measurement plane occurs at midheight in the isolator).
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parameters will affect the comparison. Nevertheless, excellent com-
parisons exist between static temperatures and calculations, static
pressures and average wall pressure measurements, and water mole
percent and complete combustion assumptions.

Figure 8 shows the measurements for a single LOS located
3.43 cm from the upstream edge of the window during run AB (no
backpressure condition). At any given time, the data are of excellent
quality and the temperature and water concentration can be deduced
from the Boltzmann plot as well as pressure from the line width of
line a. The fluctuations in static temperature and pressure are on the
order of 3% and reflect variations in the rig operating conditions as
well as the baseline estimation procedure used to process the data.

As can be seen in Fig. 9, excellent precision is obtained between
identical flow conditions despite significant time difference between
runs and the use of unheated or preheated air to the vitiator. Figure 9
also shows how the time-averaged spatially resolved data vary as a
function of streamwise position in the duct. The maximum value of
the amplitude variations is always less than 10% of the mean value
(scale is £10%) and often much less. The data were acquired in this
case by first averaging the spectra from the 200 different scans in
one data segment. Multipeak Voigt fits were then used to fit each
spectrum in the manner described in Sec. II to obtain the data in
Fig. 9. The data segment was chosen by examining each run time
during the course of each run when it was expected that no shock was
present in the window. However, in case of run AG, the very front
edge of a shock is beginning to enter the rear of the window, as
confirmed by an inspection of the isolator pressure taps. All cases
show that the LOS closest to the rear of the window exhibits a rise in
pressure compared with the other LOS. This also appears to be the
case for the pressure-tap data. It may be the case that a weak shock is
attaching near the rear of the window, where there is a small break
between the window and the TBC sidewall of the isolator. The error
bars in Fig. 9 correspond to the standard statistical error bars from a
curve fit. These error bars agree with the results reported in Fig. 8,
because the error in the mean in that case roughly corresponds to the
standard error bars in Fig. 9. Note that although standard errors are
being reported, confidence intervals have not been provided. This
requires knowledge of the underlying distribution of the data, which
is difficult to determine and most likely not Gaussian. However, the
small standard errors suggest that something other than statistical
errors are causing the spatial oscillations such as local flow fluc-
tuations. By averaging over these spatial oscillations, an increase in
measurement precision is achieved.

41
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Figure 10 shows that spatial oscillations also exist in the sidewall
pressure measurements. As can be seen here, during run AC, the
pressure fluctuates along the duct. The error bars indicate the
calibration error of the pressure transducers; thus, the oscillations
observed are due to flowfield variations. This should be expected for
a turbulent flow. In an effort to eliminate these fluctuations, the three
pressure taps that span the window region (one on the bottom side
and two on the top side) are averaged together and compared with
the spatially and temporally averaged TDLAS measurements. The
comparison between the TDLAS measurements and pressure-tap
measurements is presented in Table 4. As can be seen in the table, the
agreement is excellent, with the worst disagreement being 3% for run
AB and the average disagreement being 1.75% between TDLAS and
the average pressure-tap pressure. This is less than the error bars for
the TDLAS measurements, which have been taken to be +5%
(0.32 psia), due to possible systematic errors in the line-broadening
parameters, in accordance with [34]. The errors for the pressure taps
are the standard deviation of the mean of the three pressure taps
located within the window region. Note that the TDLAS data show
remarkable similarity between runs AB and AC and between runs
AF and AG. The statistical precision of the TDLAS data can be
determined from Fig. 9 to be approximately 0.04—0.07 psia, and so it
would be much better than the pressure transducer data, which only
exhibit a precision of 0.1-0.2 psia. At the current level of analysis,
though, it will be difficult to determine the sources of these
differences, because they could be due to a large number of factors
involved in accurately determining the facility operating conditions.

Currently, the static temperature of the flow can only be compared
with the CFD simulations. To perform this comparison properly, the
path-integrated temperature must be determined from the CFD, as
described in Secs. II.B and II.C. The comparison is shown in Table 5.
As can be seen from this table, excellent agreement is found between
the computed and the measured temperatures, with a maximum
difference of 3.3% and an average difference of 2.3%. The error bars
have been computed based on a £3% systematic error plus the
statistical error evident in Fig. 10.

Table 5 also shows the comparison between the facility-based
computations and the TDLAS computations of water mole percent in
the vitiated flow. The TDLAS results for the water mole percent are
based on the TDLAS static pressures in Table 4, TDLAS static
temperatures in Table 5, and TDLAS water concentrations. The ideal
gas law is used to compute the total densities from the TDLAS
static pressure and temperature, and the measurement errors are
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Fig. 8 Plots for the LOS at x = 3.43 cm from the upstream edge of the window: a) Boltzmann plot for one scan (0.3 ms), b) temporal variation of
temperature versus time, ¢) spectrum for one scan, and d) pressure versus time.
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Fig. 10 Pressure measurements using conventional static pressure taps

on the bottom side of the isolator as well as in the window region near the
time the Mach 2 data was taken for run AC.

propagated through using standard methods. The facility compu-
tations are based on flow rates through facility-provided mass-flow
controllers that provide the flow rate of air, compressed natural gas,
and oxygen to the vitiator. The molar fraction of water is then
computed based on complete combustion of the CNG mixture.
Because the CNG is not pure, as detailed earlier, the maximum
possible error of 8% has been used to determine the errors for the

Table 4 Static pressure comparison

facility computations. In addition, the measured 0.28% water mole
percent has been added in the computations for runs AF and AG to
account for the water present in the facility air. The agreement
between the TDLAS and the calculated water mole percent methods
is quite good despite the approximations being made, with the facility
agreeing with the TDLAS computations to the level of 7%, except for
the case of run AF. There, the difference in these measurements is on
the order of the facility air correction to the small amount of water
produced under those conditions. In general, the agreement is within
the error of the facility computations.

Before concluding this section, it is useful to compare the
measurements with previous measurement campaigns in similar
facilities. In particular, a straightforward comparison with the work
of Upschulte et al. [6] is useful to see how the measurement accuracy
and precision have increased. For that particular case, two LOS were
used to probe the flow along an 18 cm path, which is almost a factor of
2 longer than the paths used in the current experiments (10.14 cm). In
that work, the measured static temperatures were found to agree with
the predicted static temperatures within 7—11%, which is a factor of
2-3 more than the maximum disagreements observed here. In
addition, the water mole percent was observed to differ from the
predicted water fractions by a factor of 17-56%, which is a factor of
1-3 more than the maximum disagreement observed in this work.
However, as seen here, the lowest disagreements were observed with
the highest water concentrations, suggesting that approximations
used in computing the water fraction were also a factor in that work.
Most of the improvement is probably due to the increase in the
quality of the optical hardware over the course of the last eight
years as well as more accurate determination of the absorption

Run TDLAS, psia  Pressure taps, psia % difference (TDLAS-P. taps) line parameters. Some of the differences could also be facility
AB 6394032 6.59 & 0.20 —3.0% improvements. However, it is also the case that the use of multiple
AC 6354032 6.49 4 0.09 —2.2% paths allows for averaging over spatial inhomogeneities that would
AF  6.554+0.33 6.65 £ 0.08 —1.5% be more difficult with two lines of sight. The work of Liu et al. [3]
AG 656 £0.33 6.58 +£0.14 —0.3% represents a more recent study (2005) of the test rig in research cell 22
and takes advantage of the improvements in optical hardware that
Table 5 Path-averaged static temperature comparison and water mole percent
Temperature Water mole percent

Run TDLAS,K CFD.K % difterence (TDLAS-CFD) TDLAS, % Facility computation, % % difference (TDLAS facility)

AB 398 £4 389 2.2% 3.30 £0.20 3.07 £0.25 7.32

AC 652 + 10 630 3.3% 6.83 £0.38 7.09 £0.57 3.7

AF 399 + 4 389 2.6% 1.68 £ 0.10 1.44 +£0.28 17

AG 638 =11 630 1.25% 5.04 £0.29 5.27 £0.50 —4.4
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have been recently made. It shows many of the improvements in data
quality that can be observed by comparing the current study with that
by Upschulte et al. [6]. Unfortunately, no comparisons with the
predicted facility vitiation conditions were made, and so a straight-
forward comparison cannot be made. However, it appears that the
measurement quality is more in agreement with the results given
here. The extent of LOS multiplexing (14 LOS) and data acquisition
applied in this study is new.

V. Conclusions

The design, setup, and measurement accuracy and precision
of a 16-LOS tunable diode laser absorption system has been
demonstrated. The first-ever measurements of static pressure using
line-width broadening in a scramjet isolator have also been reported.
The accuracy of the measurements is excellent, with average
differences on the order of 2% for static pressure when compared
with the pressure taps, and the temperature agreement with CFD is on
the order of 2%. The comparison of water mole percent is more
complex and requires that approximations be made in facility
computations. Nevertheless, excellent agreement is once again seen,
with the exception of run AF (y ~ 1.5%), where the disagreement is
17% but is still within the facility error bars. The time resolution of
the sensor is 1 s for short time periods (~1 s), which enables the
measurement of phenomena that repeat, such as the shock train in
part 2 of this paper. However, for single-event transients, it is
necessary to improve the data acquisition so that data can be collected
continuously for much longer periods. The hardware and software
developed for this study pave the way for measurements of shock
structures in the isolator that are presented in part 2 of this paper.
Furthermore, the system described here is scalable and should enable
high-precision spatial and spectrally multiplexed TDLAS measure-
ments for supersonic flow characterization, combustion product
analysis, and real-time monitoring of the flow environment. At
present, 16 beam paths are employed, but the system could be readily
extended to 128 beam paths with the appropriate optical access. The
importance of this advancement is more evident in the following
paper, which focuses on the analysis of transient behavior.
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